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Overview
Operators of large networks and providers of networ

services need to monitor and analyze the netwaaitr flowing
through their systems. Monitoring requirementsgarirom the
long term (e.g., monitoring link utilizations, comng traffic
matrices) to the ad-hoc (e.g. detecting networkrusions,
debugging performance problems). Many of the agians are
complex (e.g., reconstruct TCP/IP sessions), quayer-7 data
(find streaming media connections), operate oveygwolumes of
data (Gigabit and higher speed links), and havel-tiege
reporting requirements (e.g., to raise performanceintrusion
alerts).

We have found that existing network monitoring
technologies have severe limitations. One optientd use
TCPdump to monitor a network port and a user-lexgplication
program to process the data. While this approacbery flexible,
it is not fast enough to handle gigabit speeds oexpensive
equipment. Another approach is to use network ruoirig
devices. While these devices are capable of higleed
monitoring, they are inflexible as the set of manmihg tasks is
pre-defined. Adding new functionality is expensiaed has long
lead times. A similar approach is to use monitgritools built
into routers, such as SNMP, RMON, or NetFlow. Tédeols
have similar characteristics — fast but inflexible.

A further problem with all of these tools is thdack of
a query interface. The data from the monitors@uenped to a file
or piped through a file stream without an assooiatito the
semantics of the data. The burden of managing iatetpreting
the data is left to the analyst. Due to the voluara complexity
of the data, the burden can be severe. These emblmake
developing new applications needlessly slow anfialit. Also,
many mistakes are made leading to incorrect analyse
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In Gigascope, we take a different approach. Wevigte
an SQL interface to the network monitoring systegreatly
simplifying the task of managing and interpretingteeam of data.
The clear semantics of the data streams allow ugpedorm
aggressive optimizations, such as executing mostlaf a query
on the Network Interface Card (NIC).
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The Gigascope architecture consists of stream
manager and aregistry. Data stream sources are low-level
queries LFTA9 which monitor network interfaces, either through
libpcap or in the NIC. The LFTAs provide data sims to the
stream manager, which routes them to higher-levarg nodes
(HFTA9, or to applications. HFTA nodes also provide alat
streams to the stream manager. All of the FTAstlblow-level
and higher-level) provide theschemaof their output to the
registry, including the attribute names, their dgfipes, the query
which the FTA executes, and temporal propertiethefattributes
(which enables many optimizations).

When a user submits a set of queries, they areyaall
by the system to determine which parts should ete@s an
LFTA and which as an HFTA. After the queries apis they are
translated into executable code. HFTAs are implete¢ as
separate processes using templatized operatortemwrih C++.
LFTAs are translated into C for linking and exeautiin a run
time system (RTS).

To monitor Gigabit networks, we have written a
replacement RTS for the Tigon Gigabit Ethernet NI@/hen the
replacement RTS receives a packet from the netwioniesents
the packet to a set of processing modules. Theedutes can
perform arbitrary processing (within resource coaistts) and
produce zero or more output tuples (i.e., theirpuitdata stream)
for transmission to the host computer. We trarssidite LFTAs
into C modules that follow the API expected by tR&S, link the
package into an executable, and load it on the NIC.

We have written a collection of templatized pustsba
operators in C++ for evaluating the higher-leveleges. At the
time of writing, these operators are a selectioojgction
operator, an aggregation operator, a stream mepgeator, and a
special operator that emulates a network protocolhese
operators make use of the temporal properties @fttributes in a
stream to optimize processing (e.g., emit aggregake soon as
possible). Given the schema of a stream and thergavaluated
on it, we can deduce temporal properties of attiésuof the
output stream. Thus, both LFTAs and HFTAs produtzta
streams with temporal properties and we can compmmssplex
queries using stream operators.

Gigascope is a stream database; the input is arstif
packets and the output is a stream of processdésupNe found
that modeling network packets as data streams tarbeial to
aggressive optimizations such as executing pasdlioof a query
in the NIC. This optimization is essential for qyang a high
speed network, as most unnecessary memory copiasbea
avoided.



